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Laboratorium

; Docker - Wprowadzenie do bezpieczenstwa

W sprawozdaniu zamieS¢ zrzuty ekranu z istotnych etapéw oraz odpowiedzi na pytania.

Taki symbol oznacza, ze trzeba w sprawozdaniu dodac zrzut ekranu (najczesciej 1) z wyniku
dziatania polecenie.

@ Taki symbol oznacza, ze nalezy dodac opis (najczesciej 1 zdanie) z wyniku dziatania polecenia.

Wstep

Poczatki wirtualizacji siegajg lat 60. XX wieku, kiedy IBM opracowat system logicznego podziatu
zasobow komputeréw mainframe o nazwie CP/CMS. Mechanizm ten umozliwiat efektywniejsze wykorzystanie
zasobow sprzetowych, minimalizujac konieczno$¢ uruchamiania kolejnych urzadzen. W efekcie ograniczono
zuzycie energii oraz wprowadzono separacje Srodowisk, dzieki czemu btedy w jednej wirtualnej maszynie nie
wptywaty na dziatanie innych instancji.

W 2013 roku, dzieki inicjatywie Solomona Hykesa, powstato nowe narzedzie - Docker. W odrdznieniu od
tradycyjnych mechanizméw wirtualizacji, ktére opieraja sie na emulacji catego sprzetu komputerowego,
Docker wykorzystuje tzw. kontenery. Ta lekka architektura pozwala na efektywniejsze wykorzystanie
zasob6w systemowych, umozliwiajgc uruchomienie wielu aplikacji na tej samej infrastrukturze bez
symulowania sprzetu. W rezultacie zmniejsza sie obcigzenie systemu.

W modelu wirtualizacji (po lewej) hipernadzorca, zarzadzajacy procesem, dziata bezpoSrednio na
warstwie sprzetowej. Na nim tworzone sa odseparowane maszyny wirtualne. Kazda maszyna wirtualna
zawiera petng kopie systemu operacyjnego, aplikacji, niezbednych plikéw binarnych i bibliotek - zajmujac
dziesiagtki GB. Maszyny wirtualne moga sie réwniez wolno uruchamiac..

Z kolei Docker dziata w ramach infrastruktury, na ktérej zainstalowany jest system operacyjny hosta (np.
Linux). Wykorzystujgc jadro hosta, Docker tworzy odseparowane Srodowiska dla uruchamianych aplikacji.
Dzieki temu, ze nie ma potrzeby wirtualizacji komponentéw systemu goScia, mozliwe jest znaczne
ograniczenie zuzycia zasobéw przy uruchamianiu tych samych aplikacji.

Warstwa sprzetowa Warstwa sprzetowa

Hipernadzorca System Operacyjny Hosta

System System System
Operacyjny Operacyjny Operacyjny
Goscia Goscia Goscia

Aplikacja A Aplikacja B Aplikacja C Aplikacja A Aplikacja B Aplikacja C

v
[\ EHAE] [\ EHAE] Maszyna Aplikacje w kontenerze
wirtualna wirtualna wirtualna

Rysunek 1. Poréwnanie wirtualizacji i konteneryzacji.*
* https://www.docker.com/resources/what-container/



https://www.docker.com/resources/what-container/

I. Dockerfile

Jednym z podstawowych elementéw Dockera sg pliki Dockerfile, ktére zawieraja polecenia uzywane do
budowy obrazéw. Zanim przejdziemy do tworzenia obrazu, zainstalujmy Dockera.

1. Uruchom maszyne wirtualng opartg na Kali Linux.
2. Otworz terminal.

3. Zaktualizuj liste pakietow:

sudo apt update

4. Zainstaluj Dockera:

sudo apt install -y docker.io

ﬁ 5. Sprawdz wersje Dockera:

sudo docker --version

6. Aby uzywac Dockera bez koniecznosci wpisywania sudo, dodaj uzytkownika do grupy docker:

sudo usermod -aG docker $USER

7. Uruchom ponownie maszyne wirtualna, aby zastosowa¢ zmiany.

8. Otworz edytor nano i utwdrz plik Dockerfile:

nano Dockerfile

9. Wypetnij plik nastepujacym kodem:

FROM alpine:3.23.2

RUN apk update && apk add --no-cache \
bash \
curl

RUN adduser -D limited -s /bin/bash

USER limited:limited

WORKDIR /app

COPY . /app

Pierwsze polecenie FROM alpine:3.23.2 wskazuje obraz bazowy, ktéry bedzie podstawg do budowy
kolejnych warstw.
Polecenie RUN apk update && apk add --no-cache bash curl odpowiada za:

o aktualizacje repozytoriéw pakietéw,
e instalacje bashicurl.

Te komendy zostang wykonane podczas budowy obrazu.



Kolejne polecenia:

e RUN adduser -D limited -s /bin/bash - tworzy nowego uzytkownika o nazwie 1imited,
e USER limited:limited - przetacza kontekst na konto tego uzytkownika.

Na koricu:
e WORKDIR /app ustawia katalog roboczy na /app,
e COPY . /app kopiuje catg zawartosc biezgcego katalogu (na maszynie hosta) do katalogu /app w
kontenerze.

Kazdy obraz Dockera moze mie¢ przypisany dowolny tag — w tym przypadku jest to 3.23.2.

10. Zbuduj obraz Dockera o nazwie cyberbezpieczenstwo, nadajagc mu tag odpowiadajgcy Twojemu
numerowi indeksu:

docker build . -t cyberbezpieczenstwo:twoj_numer_indeksu

build .' t cyberbezpieczenstwo:112
[+] Building 5.9s (1@/10) FINISHED

m 11. Sprawdz utworzony obraz:

docker images

REPOSITORY . G IMAGE ID CREATED
7ec8f5d31946 6 minutes ago

Przed uruchomieniem pierwszego kontenera warto zwrdci¢ uwage na potencjalne zagrozenia, ktére mogg sie
pojawic:
e Nieaktualne oprogramowanie - moze zawiera¢ znane podatnosci lub btedy w konfiguracji.

e ZtoSliwe oprogramowanie (malware) - moze by¢ umieszczone w obrazie lub pobierane podczas
jego uruchamiania.

Aby zwiekszy¢ pewnos¢ co do bezpieczefistwa wybranego obrazu, nalezy go zweryfikowac jeszcze przed
pobraniem. Najpopularniejszym repozytorium obrazéw jest Docker Hub, ktdre oferuje szeroka game obrazéw.
Niestety, nawet tam moga znajdowac sie obrazy zawierajgce btedy bezpieczefstwa. Dlatego zaleca sie
korzystanie wytacznie z oficjalnych i zweryfikowanych obrazéw.



12. Otworz przegladarke i przejdz do Docker Hub.

13. Filtruj tylko oficjalne obrazy, zaznaczajac opcje DOCKER OFFICIAL IMAGE.

@ dockerhub Q search Docker Hub (k] ® & i signin

Docker's curated GenAl catalog

Everything you need to build, scale, and deploy Al with ease.

Catalogs potiioht
Build up to 39x faster with Docker Build Cloud LLM everywhere: Docker and Hugging Face Take action on prioritized insights

Introducing Docker Build Cloud: A new solution to speed up build times Set up a local development environment for Hugging Face with Docker Bridge the gap between development workflows and security needs

Trusted contesk and improve developer productivity

docker:

14. Przejrzyj dostepne obrazy.

Mimo to, jak omawialiSmy na pierwszych zajeciach z utwardzania Linuksa, nawet oficjalne obrazy moga by¢
zainfekowane. Jednym z rozwigzan jest weryfikacja warstw, z ktdrych sktada sie obraz, oraz przeskanowanie
go pod katem obecnosci ztosliwego kodu za pomocg narzedzi takich jak Snyk czy Trivy. W tym przypadku
skorzystamy z narzedzia Trivy.

15. Pobierz skaner Trivy:

wget https://github.com/aquasecurity/trivy/releases/download/ve.68.2/trivy_0.68.2_Linux-64bit.deb

16. Zainstaluj skaner Trivy:

sudo dpkg -i trivy_0.68.2 Linux-64bit.deb

m 17. Przeskanuj obrazalpine:3.23.2:

trivy image alpine:3.23.2

3" pkg_num=16

anned

n (no security findings detected)

Jak mozna zauwazyc, obecna wersja obrazu wydaje sie bezpieczna. SprawdZmy jednak, jak wygladata
sytuacja w przypadku wcze$niejszej wersji, oznaczonej jako 3.20.0.


https://hub.docker.com/

m 18. Poréwnaj z poprzedniag wersjg obrazu:

trivy image alpine:3.22.2

alpine:3.22.2 (alpine 3.22.2)

Total: 6 (UNKNOWN: @, LOW: 3, MEDIUM: 3, HIGH: ®, CRITICAL: @)

=ik

Jak wida¢, poprzednia wersja obrazu okazata sie podatna na zagrozenia. Po zakoficzeniu weryfikacji mozemy
teraz przystapic do uruchomienia kontenera.

19. Uruchom kontener:

docker run -it cyberbezpieczenstwo:twoj numer_indeksu /bin/bash

run -it cyberbezpieczenstwo:112233 /bin/bash
@7ff549fafo1: /app$ i

ﬁ 20. Sprawdz, czy pliki zostaty prawidtowo skopiowane:

1s

run cyberbezpieczens 33 /bin/bash
07ff549f9f91: /app$ 1s

n( File
7F£549F9F91: /app$

21. Wyjdz z kontenera:

exit

22. SprawdZ, czy kontener zostat zamkniety (nie dziata w tle):

docker ps -a

ps

CONTAINER ID IMAGE COMMAND CREATED STATUS PORTS NAMES
@7ff549f9f91  cyberbezpieczenstwo:112233 "/bin/bash" 3 minutes ago Exited (@) 6 seconds ago nice_williams




23. Usuh wszystkie utworzone kontenery:

docker container prune

contalner prune

hAENINU' This will

8109c29de

CONTAINER ID IMAGE COMMAND CREATED STATUS PORTS NAMES

II. Typowe problemy i btedy bezpieczeistwa dotyczace Dockera

Docker nie dziata w izolacji - jest ustugg uruchamiang na okreslonym systemie operacyjnym. Dlatego to
wtasnie system operacyjny jest pierwszym i podstawowym elementem, o ktéry nalezy zadba¢. W Srodowisku
pentesterow jedna z najczeSciej wykrywanych podatnosci jest nieaktualny system operacyjny z jadrem
zawierajgcym znane btedy bezpieczefistwa, ktére umozliwiajg atak na hosta z poziomu kontenera. Podobnie
brak aktualizacji samego Dockera moze prowadzi¢ do przejecia infrastruktury. W zwigzku z tym nalezy
pamieta¢ o regularnym aktualizowaniu systemu i oprogramowania oraz wdrazaniu zasad utwardzania.

Kontenery z uprawnieniami administratora

Jak wielokrotnie podkreslano na zajeciach, nalezy unika¢ pracy na Linuksie jako uzytkownik root w
maksymalnym mozliwym stopniu. Ta zasada dotyczy rowniez Dockera. Warto jednak pamietaé, ze domyslnie
procesy uruchamiane w nowym kontenerze dziatajg w kontekscie uzytkownika root. Sprawdzmy to.

1. Uruchom kontener na podstawie obrazu ubuntu:22.04 z poleceniem id:

docker run --rm -it ubuntu:22.04 id

run ——r 1t ubunt
Unqble to find image 'ubuntu
Pulling from 1ibra";'

78b64TT: Pull
Digest: sha (0e ) 1249aa 4BfcC 1e9a456aab729661 094d63158
SdLaLus . LW (=1 = L N I-Ul g L]-

uid=0(root) gid=@(root) groups=0(root)

Jak widag, procesy w kontenerze uruchamiane s z uprawnieniami roota. Jest to sytuacja, ktéra nalezy unikac,
poniewaz moze prowadzi¢ do atakéw typu RCE (Remote Code Execution), ktére pozwalajg na uruchomienie
kodu w kontekscie aplikacji, traktowanego jak jej czes¢. Taki atak umozliwia przejecie uprawnief i
przywilejow aplikacji. Mozna jednak zminimalizowal ryzyko, uruchamiajac procesy w kontenerze z
minimalnymi, niezbednymi uprawnieniami.

2. Uruchom proces w kontekscie uzytkownika www-data:

docker run --rm --user www-data -it ubuntu:22.04 id



(www-data) gid=33(

Ptaska siec

Administratorzy czesto nie zmieniajg domyslnych ustawiei sieciowych (problem ten dotyczy nawet duzych
systeméw), w wyniku czego kontenery sg zwykle konfigurowane w taki sposéb, ze znajduja sie w tym samym
segmencie sieci, umozliwiajac im wzajemng komunikacje. Taki sposéb konfiguracji jest standardowy w
przypadku domyslnego sterownika sieciowego Dockera. Czy jest to jednak podej$cie wtasciwe? To kwestia
dyskusyjna. Z pewnoscig jednak nie jest to optymalne rozwigzanie z perspektywy bezpieczeristwa.
Sprawdzmy, czy kontenery rzeczywiscie domyslnie mogg sie wzajemnie "widziec".

3. Uruchom trzy instancje terminala.

4. W pierwszym terminalu wpisz nastepujacg komende, aby utworzy¢ kontener:

docker run --rm -it --name "kalil" kalilinux/kali-rolling bash -c "apt-get update
&& apt-get install -y ncat && ncat -lvp 31337"

using /
for libc-bin

Powyzsza komenda uruchamia nowy kontener na podstawie obrazu Kali Linux w wersji rolling, instaluje
narzedzie ncat, a nastepnie ustawia je w trybie nastuchiwania na porcie 31337.

5. PrzejdZ do drugiego terminala. Zainstaluj narzedzie jq (do przetwarzania danych w formacie JSON):

sudo apt install jq -y

6. Wykonaj weryfikacje adresu IP kontenera uruchomionego w domyslnej sieci bridge:

docker inspect bridge | jq '.[@].Containers'

= T

' inspect bridge

7. PrzejdZ do trzeciego terminala i uruchom kolejny kontener:

docker run --rm -it --name "kali2" kalilinux/kali-rolling bash -c "apt-get update
&& apt-get install -y ncat && bash"



ﬁ 8. Nawigz potaczenie z drugim kontenerem przy uzyciu narzedzia ncat:

ncat adres_ip pierwszego kontenera port

ncat 172.17.8.2

Ncat: Connection from 172.

UdowodniliSmy, ze domyslnie Docker konfiguruje sie¢ w taki sposéb, aby kontenery byty w tym samym
segmencie. Ograniczmy takie zachowanie poprzez umieszczenie konteneréw w osobnych podsieciach.

10. Przejdz do trzeciego terminala i przerwij komunikacje komhbinacjg klawiszy Ctrl + C.

12. Nastepnie utwdrz dwie nowe sieci typu most:

docker network create net-kalil
docker network create net-kali2

Teraz nalezy uruchomi¢ kontenery, wskazujac, w jakiej sieci maja sie znalez¢.

13. PrzejdZ do pierwszego terminala i uruchom nastepujaca komende:

docker run --rm -it --name "kalil" --network "net-kalil" kalilinux/kali-rolling bash
-c "apt-get update && apt-get install -y ncat && ncat -lvp 31337"

Jak widzisz, kontener ponownie przeszedt w tryb nastuchiwania.

14. Przejdz do drugiego terminala i uruchom drugi kontener:

docker run --rm -it --name "kali2" --network "net-kali2" kalilinux/kali-rolling bash
-c "apt-get update && apt-get install -y ncat && bash"



mls. PrzejdZ do terminala numer 3 i wykonaj ponizsze komendy, aby sprawdzi¢, w jakich podsieciach
znajdujg sie kontenery:

docker inspect net-kalil | jq '.[@].Containers’
docker inspect net-kali2 | jq '.[@].Containers'’

d inspeét net-kalil
inspect net-kali2

Znajacy podstawy sieci komputerowych juz teraz widzg, ze komunikacja miedzy kontenerami jest niemozliwa.
Mimo to, upewnijmy sie, ze tak jest...

ml& Przejdz do drugiego terminala i sprébuj nawigzac komunikacje z kontenerem kalil, podobnie jak
w punkcie 2.8. Komunikacja nie powinna by¢ mozliwa.

ncat 172.18.8.2 31
Ncat: TIMEOUT.

Brak ograniczeii zasobow

Wyobrazmy sobie sytuacje, w ktérej kontener z aplikacjg zostaje zaatakowany, a napastnik uzyskuje dostep
do niego. Jesli dostep do zasobdw nie zostat okreslony, kontener bedzie méogt wykorzystaé wszystkie zasoby
pamieciowe/CPU hosta. Zasymulujmy takg sytuacje, uzywajac tzw. zip bomby. Atak polega na rozpakowaniu
odpowiednio przygotowanego pliku .zip, co powoduje zajecie catej dostepnej pamieci operacyjnej, procesora
lub przestrzeni dyskowej.

17. WyjdZ z kontenerdw i zamknij wszystkie terminale.
18. SprawdZ, czy masz uruchomione jakie$ kontenery (ppkt 1.22). Jesli tak, zatrzymaj je i usui.
19. Uruchom terminal Kali Linux.

20. Zainstaluj monitor zasobéw htop:

sudo apt install htop



21. W menu terminala wybierz Actions -> Split View Top-Bottom.

Actions Edit View Help

€ Clear Active Terminal

=
“—

Go to
Split View Top-Bottom
Split View Left-Right

22. W gdrnej czesci terminala uruchom htop:

htop

23. W dolnej czesci uruchom kontener z Kali Linux:

Ctri+Shift+D
Ctri+Shift+R

docker run --rm -it kalilinux/kali-rolling bash -c "apt-get update && apt-get install

-y p7zip-full wget && bash"

root@9b396e89d6de: |
Actions Edit View Help

Main
PID USER PRI NI VIRT RES EM%  TIME+ Command

frontend

24. Pobierz zip bombe w kontenerze:

.s0 13 167
0 15 16777,

wget https://www.bamsoftware.com/hacks/zipbomb/zbsm.zip

Zawsze dziataj na maszynie wirtualnej!


https://www.bamsoftware.com/hacks/zipbomb/zbsm.zip

Uruchamianie zip bomby w sposdb niekontrolowany jest nieodpowiedzialne i moze by¢ nielegalne, jesli
robisz to na cudzym sprzecie lub w sieci!!!

Jesli interesuje Cie temat zip bomb, mozesz zapoznal sie z artykutem Davida Fifielda, autorem jednej z
najbardziej znanych i powszechnie cytowanych prac na temat tego typu ataku. Artykut jest dostepny pod tym
linkiem: https://www.bamsoftware.com/hacks/zipbomb

m 25. Przyjrzyj sie aktualnemu zachowaniu procesora, a nastepnie uruchom wypakowanie zip bomby:

7z X zbsm.zip
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root@3b396eB3d6de:

[
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[
[

Main
PID USER PRI NI VIRT RES SHR S EM%  TIME+ Command

Lib/72ip/72 x zbsi
100 5376 2 htop

Jak widzisz, obcigzenie procesora znacznie wzrosto — na poszczegélnych rdzeniach procesora czesto osigga
100%. Oczywiscie wartosci te beda sie r6zni¢ w zaleznoSci od posiadanego sprzetu. Aby zapobiec takim
sytuacjom, musimy skonfigurowac ograniczenia naktadane na kontener.

26. Jezeli proces wypakowania trwa zbyt dtugo, przerwij go kombinacjg klawiszy Ctrl + C.
27. Zamknij kontener komenda exit.

28. Ponownie uruchom kontener, ale z dodatkowymi parametrami, ktére ogranicza dostep do pamieci
do poziomu 150 MB oraz do 20% wykorzystania procesora:

docker run --rm -it --memory="150m" --cpus="0.2" kalilinux/kali-rolling bash -c
"apt-get update && apt-get install -y p7zip-full wget && bash"

29. Powtorz kroki 2.24 oraz 2.25.

ﬁ 30. Obserwuj zachowanie procesora. Jak zauwazysz, obcigzenie rdzeni oscyluje wokét 20%, co jest
zgodne z oczekiwaniami.


https://www.bamsoftware.com/hacks/zipbomb/

BomP oHr]| : : [SIEDR S IR vACH -y

. root@0edd1bbe645d: /
Appl
Edit View Help

ns,allow_other,dev,suid

syslog-only

31. Jezeli proces wypakowania trwa zbyt dtugo, przerwij go kombinacja klawiszy Ctrl + C, a nastep-
nie wyjdZ z kontenera poleceniem exit.

Uprawnienia R/W na plikach hosta

Czesto przy uruchamianiu ustug w kontenerze nalezy przekazac pliki konfiguracyjne znajdujace sie na hoscie.
Przekazywanie konfiguracji opiera sie na podpieciu wybranego pliku z hosta do kontenera. Zasymulujmy te
sytuacje.

32. Utworz plik config. conf i wpisz do niego swéj numer indeksu.

33. Uruchom kontener z podpietym plikiem konfiguracyjnym, ktéry modyfikuje zawarto$¢ pliku:

docker run --rm -v /home/kali/config.conf:/app/config.conf -it ubuntu:22.04 bash -c
'echo "Zhakowany" >> /app/config.conf'’

m 34. Wyswietl zawartos¢ pliku:

config.conf
112233
/home/kali/config.conf:/app/config.conf t ubuntu:22.04 bash

config.conf

112233
Zhakowany

Jak wida¢, kontener mégt zmodyfikowac plik znajdujacy sie na hoScie, wiec mozliwa jest nieuprawniona
zmiana dziatania ustugi w kontenerze. W tym przypadku to byt tylko plik konfiguracyjny, ale co, gdyby
podmontowany byt gtéwny katalog hosta (/) lub katalog konfiguracyjny (/etc)?

Jezeli mamy pewnos¢, ze edytowanie danego pliku nie jest wymagane, nalezy stosowac tryb tylko do odczytu.



m 35. Uruchom zmodyfikowane polecenie z poprzedniego punktu z parametrem :ro (tylko do odczytu):

docker run --rm -v /home/kali/config.conf:/app/config.conf:ro -it ubuntu:22.04 bash
-c 'echo "Zhakowany2" >> /app/config.conf'

run /home/kali/config.conf:/app/config.conf:ro ubuntu:22.04 bash

bash: line 1: /app/config.conf: Read-only file system

Jak wida¢, zabezpieczenie spetnito swojg role, ale dla pewnosci sprawdZmy ponownie zawartos¢ pliku.

m 36. Wyswietl zawartos¢ config. conf:

cat config.conf



