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7 Wprowadzenie do Dockera

W sprawozdaniu zamieS¢ zrzuty ekranu z istotnych etapéw oraz odpowiedzi na pytania.

Taki symbol oznacza, ze trzeba w sprawozdaniu dodac zrzut ekranu (najczesciej 1) z wyniku
dziatania polecenie.

@ Taki symbol oznacza, ze nalezy dodac opis (najczesciej 1 zdanie) z wyniku dziatania polecenia.

Wstep

Poczatki wirtualizacji siegajg lat 60. XX wieku, kiedy IBM opracowat system logicznego podziatu
zasobow komputeréw mainframe o nazwie CP/CMS. Mechanizm ten umozliwiat efektywniejsze wykorzystanie
zasob6w sprzetowych, minimalizujac konieczno$¢ uruchamiania kolejnych urzadzeri. W efekcie ograniczono
zuzycie energii oraz wprowadzono separacje Srodowisk, dzieki czemu btedy w jednej wirtualnej maszynie nie
wptywaty na dziatanie innych instancji.

W 2013 roku, dzieki inicjatywie Solomona Hykesa, powstato nowe narzedzie — Docker. W odrdznieniu od
tradycyjnych mechanizméw wirtualizacji, ktére opieraja sie na emulacji catego sprzetu komputerowego,
Docker wykorzystuje tzw. kontenery. Ta lekka architektura pozwala na efektywniejsze wykorzystanie
zasobéw systemowych, umozliwiajac uruchomienie wielu aplikacji na tej samej infrastrukturze bez
symulowania sprzetu. W rezultacie zmniejsza sie obcigzenie systemu.

W modelu wirtualizacji (po lewej) hipernadzorca, zarzadzajacy procesem, dziata bezpoSrednio na
warstwie sprzetowej. Na nim tworzone sg odseparowane maszyny wirtualne. Kazda maszyna wirtualna
zawiera petng kopie systemu operacyjnego, aplikacji, niezbednych plikéw binarnych i bibliotek - zajmujac
dziesiagtki GB. Maszyny wirtualne moga sie réwniez wolno uruchamiac..

Z kolei Docker dziata w ramach infrastruktury, na ktérej zainstalowany jest system operacyjny hosta (np.
Linux). Wykorzystujac jadro hosta, Docker tworzy odseparowane Srodowiska dla uruchamianych aplikacji.
Dzieki temu, ze nie ma potrzeby wirtualizacji komponentéw systemu goScia, mozliwe jest znaczne
ograniczenie zuzycia zasobéw przy uruchamianiu tych samych aplikacji.

Warstwa sprzetowa Warstwa sprzetowa

Hipernadzorca System Operacyjny Hosta

System System System
Operacyjny Operacyjny Operacyjny
Goscia Goscia Goscia

Aplikacja A Aplikacja B Aplikacja C Aplikacja A Aplikacja B Aplikacja C

v
[\ EHAE] [\ EHAE] Maszyna Aplikacje w kontenerze
wirtualna wirtualna wirtualna

Rysunek 1. Poréwnanie wirtualizacji i konteneryzacji.*
* https://www.docker.com/resources/what-container/



https://www.docker.com/resources/what-container/

I. Dockerfile

Jednym z podstawowych elementéw Dockera sg pliki Dockerfile, ktére zawierajg polecenia uzywane do
budowy obrazéw. Zanim przejdziemy do tworzenia obrazu, zainstalujmy Dockera.

1. Uruchom maszyne wirtualng opartg na Debianie.

2. Otworz terminal.

3. Zaktualizuj liste pakietow:

sudo apt update

4. Zainstaluj Dockera:

sudo apt install -y docker.io

m 5. SprawdZ wersje Dockera: (zadanie na 3.0)

sudo docker --version

6. Aby uzywac Dockera bez konieczno$ci wpisywania sudo, dodaj uzytkownika do grupy docker:

sudo usermod -aG docker $USER

7. Uruchom ponownie maszyne wirtualna, aby zastosowac zmiany.

8. Otwérz edytor nano i utworz plik Dockerfile:

nano Dockerfile

9. Wypetnij plik nastepujacym kodem:

FROM alpine:3.23.2

RUN apk update && apk add --no-cache \
bash \
curl

RUN adduser -D limited -s /bin/bash

USER limited:limited

WORKDIR /app

COPY . /app

Pierwsze polecenie FROM alpine:3.23.2 wskazuje obraz bazowy, ktéry bedzie podstawg do budowy
kolejnych warstw. Alpine Linux to minimalistyczna dystrybucja Linuksa zaprojektowana z myslg o
bezpieczefstwie, prostocie i wydajnoSci zasobéw - kontenery oparte na Alpine uruchamiaja sie
btyskawicznie i zajmujg bardzo mato miejsca na dysku oraz w pamieci RAM.



Polecenie RUN apk update && apk add --no-cache bash curl odpowiada za:

e aktualizacje repozytoriow pakietow,
e instalacje bashicurl.

Te komendy zostang wykonane podczas budowy obrazu.Kolejne polecenia:

e RUN adduser -D limited -s /bin/bash - tworzy nowego uzytkownika o nazwie 1imited,
e USER limited:1limited - przetacza kontekst na konto tego uzytkownika.

Na koficu:
e WORKDIR /app ustawia katalog roboczy na /app,
e COPY . /app kopiuje catg zawartosc biezgcego katalogu (na maszynie hosta) do katalogu /app w
kontenerze.

Kazdy obraz Dockera moze mie¢ przypisany dowolny tag — w tym przypadku jest to 3.23.2.

10. Zbuduj obraz Dockera o nazwie psisk, nadajac mu tag odpowiadajacy Twojemu numerowi indeksu:

docker build . -t psisk:twoj_numer_indeksu

=> [internal] load build definition from Dockerfile

=> => transferring dockerfile: 199B

=> [internal] load metadata for docker.io/library/alpine:3.23.2

=> [internal] load .dockerignore

=> => transferring context: 2B

=> [1/5] FROM docker.io/library/alpine:3.23.2@sha256:865b95f46d98cf867al56fed4al35ad3fe50d2056aa3f25ed31662dffbdadebb2
=> => resolve docker.io/library/alpine:3.23.2@sha256:865b95f46d98cf867al56fed4al35ad3fe50d2056aa3f25ed31662dff6dadebb2
=> => 5ha256:865h95746d98cT867al56fedal35ad3fe50d2056aa3f25ed31662dffédadeh62 9.22kB / 9.22kB

=> sha256:1882fa4569e0c591ea092d3766c4893e19b8901a8e649de7067188aba3cc0679 1.02kB / 1.02kB

=> sha256:e7b39c54cdeca@d2aae83114bb605753a5f5hc511feBbe7590e38f6d9f915dad 611B / 611B

=> => sha256:1074353eec0db2c1d81d5af2671e56e00cf5738486f5762609ea33d606f88612 3.86MB / 3.86MB

=> => extracting sha256:1074353eec0db2c1d81d5af2671e56e00cf5738486757626092a33d606788612

=> [internal] load build context

=> => transferring context: 128.27MB

=> [2/5] RUN apk update && apk add --no-cache bash curl

=> [3/5] RUN adduser -D limited -s /bin/bash

=> [4/5] WORKDIR /app

=> [5/5] COPY . /app

=> exporting to image

=> => exporting layers

=> => writing image sha256:a73f01b2f3c32d8f7ch5e294300b1e06619d7c5e311F371b970b5847024¢3102
=> => naming to docker.io/library/psisk:112233
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ﬁ 11. Sprawdz utworzony obraz: (zadanie na 3.0)

docker images

ull2233@112233:~-% docker images
REPOSITORY TAG IMAGE ID CREATED SIZE

psisk 112233 a73f01b2f3c3 2 minutes ago 147MB

Przed uruchomieniem pierwszego kontenera warto zwréci¢ uwage na potencjalne zagrozenia, ktére moga sie
pojawic:
e Nieaktualne oprogramowanie — moze zawiera¢ znane podatnosci lub btedy w konfiguracji.

e ZtoSliwe oprogramowanie (malware) — moze by¢ umieszczone w obrazie lub pobierane podczas
jego uruchamiania.

Aby zwiekszy¢ pewnos¢ co do bezpieczefistwa wybranego obrazu, nalezy go zweryfikowac jeszcze przed
pobraniem. Najpopularniejszym repozytorium obrazéw jest Docker Hub, ktdre oferuje szerokg game obrazéw.
Niestety, nawet tam mogg znajdowal sie obrazy zawierajace btedy bezpieczefistwa. Dlatego zaleca sie
korzystanie wytacznie z oficjalnych i zweryfikowanych obrazéw.

12. Otworz przegladarke i przejdz do Docker Hub.

13. Filtruj tylko oficjalne obrazy, zaznaczajac opcje DOCKER OFFICIAL IMAGE.


https://hub.docker.com/

@ dockerhub Q search Docker Hub [@ik] ® & @ Ssignin

Docker's curated GenAl catalog

Everything you need to build, scale, and deploy Al with ease.

catalogs Spotlight

Build up to 39x faster with Docker Build Cloud LLM everywhere: Docker and Hugging Face Take action on prioritized insights

Introducing Docker Build Cloud: A new solution to speed up build times Set up a local development environment for Hugging Face with Docker Bridge the gap between development workflows and security needs

Trusted content ‘and improve developer productivity

¥ docker

docker:

14. Przejrzyj dostepne obrazy.

Mimo to, jak omawialiSmy na pierwszych zajeciach z utwardzania Linuksa, nawet oficjalne obrazy moga by¢
zainfekowane. Jednym z rozwigzan jest weryfikacja warstw, z ktdrych sktada sie obraz, oraz przeskanowanie
go pod katem obecnosci ztosliwego kodu za pomoca narzedzi takich jak Snyk czy Trivy. W tym przypadku
skorzystamy z narzedzia Trivy.

15. Pobierz skaner Trivy:

wget https://github.com/aquasecurity/trivy/releases/download/v0.68.2/trivy 0.68.2 Linux-64bit.deb

16. Zainstaluj skaner Trivy:

sudo dpkg -i trivy _0.68.2 Linux-64bit.deb

mﬂ. Przeskanuj obraz alpine:3.23.2: (zadanie na 3.0)

trivy image alpine:3.23.2

[vulndb] Need to update DB

[vulndb] Downloading vulnerability DB

[vulndb] Downloading artifact... epo="mirror.gcr.i quasec/trivy-db:2"
---- 1 100.00% 23.17 MiB p/s 3.7

[vulndb] Artifact successfully downloaded repo="mirror.gcr.io/aquasec/trivy-db:2"

[vuln] Vulnerability scanning is enabled

[secret] Secret scanning is enabled

[secret] If your scanning is slow, please try '--scanners vuln' to disable secret scanning

[secret] Please see https://trivy.dev/docs/v0.68/guide/scanner/secret#recommendation for faster secret detect

Detected 0S family="alpine" version="3.23.2"

WARN This 0S version is not on the EOL list family="alpine" version="3.23"
[alpine] Detecting vulnerabilities... os_version="3.23" repository="3.23" pkg_num=16
Number of language-specific files num=0

Vulnerabilities

(alpine

- Not scanned
': Clean (no security findings detected)

Jak mozna zauwazy¢, obecna wersja obrazu wydaje sie bezpieczna. SprawdZmy jednak, jak wygladata
sytuacja w przypadku wczesniejszej wersji, oznaczonej jako 3.22.2.

m 18. Poréwnaj z poprzednig wersjg obrazu: (zadanie na 3.0)

trivy image alpine:3.22.2



-01- 143 H [vuln] Vulnerability scanning is enabled

-01- 143 H [secret] Secret scanning is enabled

-01- 143: H [secret] If your scanning is slow, please try '--{
-01- 143 H [secret] Please see https://trivy.dev/docs/v0.68/(

-01- 143 H Detected 0S family="alpine" version="3.22.2"

-01- 143 H [alpine] Detecting vulnerabilities... os_versio

-01- 143: H Number of language-specific files num=0

-01- 143: 100 WARN Using severities from other vendors for some vulng
/vulnerability#severity-selection for details.

Report Summary

-': Not scanned
: Clean (no security findings detected)

alpine:3.22.2 (alpine 3.22.2)

Total: 6 (UNKNOWN: O, LOW: 3, MEDIUM: 3, HIGH: ©, CRITICAL: 0)

Library | Vulnerability | Severity | Status | Installed Version | Fixed Version

| CvE-20824-58251 | | fixed | 1.37.0-r19 | 1.37.08-r20

Jak widaé, poprzednia wersja obrazu okazata sie podatna na zagrozenia. Po zakoficzeniu weryfikacji mozemy
teraz przystapic do uruchomienia kontenera.

19. Uruchom kontener:

docker run -it psisk:twoj_numer_indeksu /bin/bash

lista_plikow.txt public.asc
message. txt wiadomosc.asc

To wtasnie najwieksza zaleta Dockera — na Twoim Debianie mozesz uruchomic kontener z Alpine, Ubuntu,
CentOS czy Fedora, a one beda dziatac w izolacji. Twdj Debian jest tzw. Hostem. Posiada on jadro Linux
(Kernel). Kontener Alpine jest tylko lekkg "naktadka" (izolowanym procesem - zupetnie inaczej jak
VM’ka), ktéra korzysta z jgdra Twojego Debiana, ale posiada wtasny system plikéw i menedzer pakietéw

Jakie gtowne zalety?

e Izolacja: Nawet jesli sie coS zepsuje wewnatrz kontenera Alpine (np. uszkodza sie pliki
systemowe), Twéj Debian pozostanie nienaruszony.

e Czystosc: Po usunieciu kontenera w systemie Debian nie zostang zadne Slady po Apache czy
plikach Alpine.

21. Wyjdz z kontenera:

exit



22. SprawdZ, czy kontener zostat zamkniety (nie dziata w tle):

docker ps -a

=% QaocCkKer ps -a
CONTAINER ID IMAGE COMMAND CREATED STATUS PORTS NAMES

054191773d99 psisk:112233 "/bin/bash" 8 minutes ago Exited (®) 9 seconds ago nostalgic cori

SprawdZmy jeszcze jeden przyktad — wtasny serwer WWW.

23. Otwoérz edytor nano i utwérz plik Dockerfile:

nano Dockerfile

24, Wypetnij plik nastepujgcym kodem:

FROM alpine:3.23.2
RUN apk add --no-cache apache2
CMD ["httpd", "-D", "FOREGROUND"]

e apk add --no-cache apache2: Instaluje serwer, ktéry automatycznie tworzy domyslny
plik index.html w folderze /var/www/localhost/htdocs

e CMD: Uruchamia serwer tak, by kontener pozostat aktywny.

25. Zbuduj obraz:

docker build . -t apache:twoj_numer_indeksu

26. Sprawdz utworzony obraz:

docker images

ul12233@112233:-% docker images
TAG IMAGE 1D CREATED

b6da66889a5c¢ 8 minutes ago
a73folb2f3c3 50 minutes ago

m 27. Uruchom kontener: (zadanie na 3.0)

docker run -p 8080:80 apache:twoj_numer_indeksu

112233@112233:~% docker run -p 8080:80 apache:112233

AHOO558: httpd: Could not reliably determine the server's fully qualified domain name, using 172.17.0.2. Set the 'ServerName' directive globally to s
uppress this message

m 28. Zminimalizuj terminal i uruchom przegladarke. Wpisz w pasku adresowym: (zadanie na 3.0)

http://localhost:8080/

B | It works! Apache httpd X +
&« C oD localhost

It works!



29. Wr6c¢ do terminala i przerwij dziatanie kontenera ctrl +c.

30. Usun wszystkie utworzone kontenery:

docker container prune

“Cull2233@112233:~docker container prune

WARNING! This will remove all stopped containers.

Are you sure you want to continue? [y/N] vy

Deleted Containers:
8a53aa188eal7529637e48bc487603e5c39%9adf1485e9fadbObab575ea35aae38
8d1476d3f7c90227ef04el1f0129764913a8a8cfOb4df912f234eb37661ca7eb2
054f91773d99623e739fd15651cdca58df9efabsd62c8dbdad2e76468c3274ef

Total reclaimed space: 1.382kB
ull2233@112233:-% docker ps -a
CONTAINER ID IMAGE COMMAND CREATED STATUS PORTS NAMES

]

II. Ptaska siec

Administratorzy czesto nie zmieniajg domyslnych ustawief sieciowych (problem ten dotyczy nawet duzych
systemow), w wyniku czego kontenery sa zwykle konfigurowane w taki sposéb, ze znajduja sie w tym samym
segmencie sieci, umozliwiajagc im wzajemng komunikacje. Taki sposéb konfiguracji jest standardowy w
przypadku domyslnego sterownika sieciowego Dockera. Czy jest to jednak podejscie wtasciwe? To kwestia
dyskusyjna. Z pewnoscig jednak nie jest to optymalne rozwigzanie z perspektywy hezpieczefistwa.
Sprawdzmy, czy kontenery rzeczywiscie domyslnie moga sie wzajemnie "widziec".

1. Uruchom trzy instancje terminala.

2. W pierwszym terminalu wpisz nastepujacg komende, aby utworzy¢ kontener:

docker run --rm -it --name "kalil" kalilinux/kali-rolling bash -c "apt-get update
&& apt-get install -y ncat && ncat -1lvp 31337"

update-alternatives: using g it to prov
Processing triggers for libc-bin (2.40-3)
Mcat: Version 7.945VN ( https://nmap.org/ncat )

Ncat: Listening on [::]:3
MNcat: Listening on 0.0.8.

Powyzsza komenda uruchamia nowy kontener na podstawie obrazu Kali Linux w wersji rolling, instaluje
narzedzie ncat, a nastepnie ustawia je w trybie nastuchiwania na porcie 31337.

3. PrzejdZ do drugiego terminala. Zainstaluj narzedzie jq (do przetwarzania danych w formacie JSON):

sudo apt install jq -y

4. Wykonaj weryfikacje adresu IP kontenera uruchomionego w domyslnej sieci bridge:

docker inspect bridge | jgq '.[@].Containers'



ull2233@112233:~% docker inspect bridge | jg '.[0].Containers'

{

5. Przejdz do trzeciego terminala i uruchom kolejny kontener:

docker run --rm -it --name "kali2" kalilinux/kali-rolling bash -c "apt-get update
&& apt-get install -y ncat && bash"

6. Nawigz potgczenie z drugim kontenerem przy uzyciu narzedzia ncat:

ncat adres_ip pierwszego_kontenera port

ncat 172.17.8.2 3

ﬁ 7. Upewnij sie, ze komunikacja faktycznie nastgpita. PrzejdZ do pierwszego terminala. (zadanie na
3.5)

Mcat: Listening on @.0.@.0:

Ncat: Connection from 172.17

Udowodnilismy, ze domy$lnie Docker konfiguruje sie¢ w taki sposéb, aby kontenery byty w tym samym
segmencie. Ograniczmy takie zachowanie poprzez umieszczenie konteneréw w osobnych podsieciach.

8. Przejdz do trzeciego terminala i przerwij komunikacje kombinacja klawiszy Ctrl + C.

9. W tym samym terminalu wyjdZ z kontenera komenda exit.

exit

exit
ul12233@112233:-$ |

10. Nastepnie utwérz dwie nowe sieci typu most:

docker network create net-kalil
docker network create net-kali2

Teraz nalezy uruchomi¢ kontenery, wskazujac, w jakiej sieci maja sie znaleZ¢.



11. PrzejdZ do pierwszego terminala i uruchom nastepujaca komende:

docker run --rm -it --name "kalil" --network "net-kalil" kalilinux/kali-rolling bash
-c "apt-get update && apt-get install -y ncat && ncat -lvp 31337"

Jak widzisz, kontener ponownie przeszedt w tryb nastuchiwania.

12. PrzejdZ do drugiego terminala i uruchom drugi kontener:

docker run --rm -it --name "kali2" --network "net-kali2" kalilinux/kali-rolling bash
-c "apt-get update && apt-get install -y ncat && bash"

mll PrzejdZ do terminala numer 3 i wykonaj ponizsze komendy, aby sprawdzi¢, w jakich podsieciach
znajduja sie kontenery: (zadanie na 4.0)

docker inspect net-kalil | jgq '.[@].Containers'
docker inspect net-kali2 | jq '.[@].Containers'

ull2233@112233:~% docker inspect net-kalil | jg '.[©].Containers’
docker inspect net-kali2 | jg '.[0].Containers'

{

Znajacy podstawy sieci komputerowych juz teraz widzg, ze komunikacja miedzy kontenerami jest niemozliwa.
Mimo to, upewnijmy sie, ze tak jest...

14. Przejdz do drugiego terminala i sprébuj nawigza¢ komunikacje z kontenerem kalil, podobnie jak
w punkcie 2.8. Komunikacja nie powinna by¢ mozliwa.

ncat 172.18.8.2 3
Mcat: TIMEOUT.

III. Brak ograniczein zasobow

Wyobrazmy sobie sytuacje, w ktérej kontener z aplikacjg zostaje zaatakowany, a napastnik uzyskuje dostep
do niego. Jesli dostep do zasobdw nie zostat okreslony, kontener bedzie mégt wykorzystaé wszystkie zasoby
pamieciowe/CPU hosta. Zasymulujmy taka sytuacje, uzywajac tzw. zip bomby. Atak polega na rozpakowaniu
odpowiednio przygotowanego pliku .zip, co powoduje zajecie catej dostepnej pamieci operacyjnej, procesora
lub przestrzeni dyskowej.



1. WyjdZ z konteneréw i zamknij wszystkie terminale.

2. SprawdZ, czy masz uruchomione jakie$ kontenery (ppkt 1.22 oraz 1.30). Je$li tak, zatrzymaj je i usud.

3. Uruchom 2 instancje terminala i ustaw je jeden nad drugim.

= Terminal - u1122339112233: - A_ox

to b
ions are running au d binaries.
g outdated or (gemu) binar 1 this host.

d, exiting without persisting settings to

4. Zainstaluj monitor zasobéw htop:

sudo apt install htop

5. W gbrnej czesci terminala uruchom htop:

htop

Program! Xfeed-terminal 2026-01-13 172232
gl y 11:46

72, 177
0.01 0.02
02:17:42

/usr/lib/xorg/Xorg :0 -seat seat® -auth /var/run/lightdm/root/:8 -nolisten tcp vt
/sbin/init

/usr/lib/systemd/systemd-journald

/usr/lib/systemd/systemd-timesyncd

vmware-vmblock-fuse /run/vmblock-fuse -o rw,subtype=vmware-vmblock,default permis

/usr/lib/systemd/systemd-udevd
/usr/bin/VGAuthService

/usr/libexec/accounts-daemon
avahi-daemon: running [112233.local]
F10)

2. ] Terminal - u112233@112233: ~ A _DOx
Plik Edycja Widok Terminal Karty Pomoc
u112233@112233:-$




6. W dolnej czeSci uruchom kontener z Kali Linux:

docker run --rm -it kalilinux/kali-rolling bash -c "apt-get update && apt-get install
-y p7zip-full wget && bash"

75, 193
0.54 0.14
02:18:32

6729 ull2233

htop

xfced-terminal

/sbin/init

/usr/lib/systemd/systemd-journald

Jusr/lib/systemd/systemd-timesyncd

vmware-vmblock-fuse /run/vmblock-fuse -o rw,subtype=vmware-vmblock,default permis

7
ull2233
1

Jusr/lib/systemd/systemd-udevd

coPeeeRONUR

/usr/bin/VGAuthService

>_| Terminal - root@05a64432c185: A _ DX
Plik Edycja Widok Terminal Karty Pomac
debconf: (Can't locate Term/ReadlLine.pm in @INC (you may need to install the Term::ReadLine module) (@INC entries checked: /etc/perl /usr/local/lib/x]
86_64-linux-gnu/perl/5.40.1 /usr/local/share/perl/5.40.1 /usr/1lib/x86_64-linux-gnu/perl5/5.40 /usr/share/perl5 /usr/lib/x86_64-1linux-gnu/perl-base /u
sr/1ib/x86_64-linux-gnu/perl/5.40 /usr/share/perl/5.40 /usr/local/lib/site perl) at /usr/share/perl5/Debconf/FrontEnd/Readline.pm line 8.)
debconf: falling back to frontend: Teletype
Updating certificates in /etc/ssl/certs...
150 added, 0 removed; done.
Setting up libpll-kit0:amd64 (0.25.10-1) ...
Setting up libgnutls30t64:amd64 (3.8.11-3) ...
Setting up libpsl5t64:amdé4 (0.21.2-1.1+bl) ...
Setting up wget (1.25.0-2) ...
Processing triggers for libc-bin (2.42-5) ...
Processing triggers for ca-certificates (20250419) ...
Updating certificates in /etc/ssl/certs...
@ added, 0 removed; done.
Running hooks in /etc/ca-certificates/update.d...
done .
-

il |

7. Pobierz zip bombe w kontenerze:

wget https://www.bamsoftware.com/hacks/zipbomb/zbsm.zip

Zawsze dziataj na maszynie wirtualnej!

Uruchamianie zip bomby w sposdb niekontrolowany jest nieodpowiedzialne i moze by¢ nielegalne, jesli
robisz to na cudzym sprzecie lub w sieci!ll

Jesli interesuje Cie temat zip bomb, mozesz zapoznal sie z artykutem Davida Fifielda, autorem jednej z
najbardziej znanych i powszechnie cytowanych prac na temat tego typu ataku. Artykut jest dostepny pod tym
linkiem: https://www.bamsoftware.com/hacks/zipbomb/

ﬁ 8. Przyjrzyj sie aktualnemu zachowaniu procesora, a nastepnie uruchom wypakowanie zip bomby:
(zadanie na 4.5)

7z x zbsm.zip


https://www.bamsoftware.com/hacks/zipbomb/

% Programy - gy Xfced-terminal = S 20851 112233
> |

76, 193
0.17 0.11
02:19:46

. . :39. Jusr/lib/xorg/Xorg :0 -seat seat® -auth /var/run/lightdm/root/:0 -nolisten tcp vt
ull2233 . . Her xfwmd

ul12233 . . :03.51 xfced-terminal
ull2233 . . :01. htop
ul12233
/sbin/init
/usr/lib/systemd/systemd-journald
Jusr/lib/systemd/systemd-timesyncd
vmware-vmblock-fuse /run/vmblock-fuse -o rw,subtype=vmware-vmblock,default permis

:00.60 /usr/lib/systemd/systemd-udevd
F9| F10

>.] Terminal - root@05a64432c185: / A - OX
Plik Edycja Widok Terminal Karty Pomoc

7-Zip 25.01 (x64) : Copyright (c) 1999-2025 Igor Pavlov : 2025-08-03
64-bit locale=C.UTF-8 Threads:128 OPEN_MAX:1073741816, ASM

Scanning the drive for archives:
1 file, 42374 bytes (42 KiB)

Extracting archive: zbsm.zip

= zbsm.zip
= zip
Physical Size = 42374

26% 66 - OUR

Jak widzisz, obcigzenie procesora znacznie wzrosto — na poszczegélnych rdzeniach procesora czesto osigga
100%. Oczywiscie wartosci te beda sie r6zni¢ w zaleznoSci od posiadanego sprzetu. Aby zapobiec takim
sytuacjom, musimy skonfigurowac ograniczenia naktadane na kontener.

9. Jezeli proces wypakowania trwa zbyt dtugo, przerwij go kombinacja klawiszy Ctrl + C.

10. Zamknij kontener komenda exit.

11. Ponownie uruchom kontener, ale z dodatkowymi parametrami, ktére ogranicza dostep do pamieci
do poziomu 150 MB oraz do 20% wykorzystania procesora:

docker run --rm -it --memory="150m" --cpus="0.2" kalilinux/kali-rolling bash -c
"apt-get update && apt-get install -y p7zip-full wget && bash"

12. Powt6rz kroki 3.7 oraz 3.8.

mll Obserwuj zachowanie procesora. Jak zauwazysz, obcigzenie rdzeni oscyluje wokét 20%, co jest
zgodne z oczekiwaniami. (zadanie na 5.0)

14. Jezeli proces wypakowania trwa zbyt dtugo, przerwij go kombinacjg klawiszy Ctrl + C, a nastep-
nie wyjdZ z kontenera poleceniem exit.



