SySTEMOw Wykrywanie i analiza zagrozen w sieciach komputerowych

ZtOZONYCH

Laboratorium .
12 Entropia hasta

W sprawozdaniu zamieS¢ zrzuty ekranu z istotnych etapdw oraz odpowiedzi na pytania.

I.  Wprowadzenie teoretyczne

Entropia hasta okresla, jak trudne jest jego odgadniecie metoda brute force.
Wyrazana jest w bitach i zalezy od:

e liczby mozliwych znakéw (alfabetu),
e dtugosci hasta,
e sposobu jego tworzenia (losowe vs. wymys$lone przez cztowieka).

Wzér:
Entropia = N-log, R
Gdzie:

e N = liczba znakéw hasta
e R =pulaznakéw, z ktérych wybierane sg znaki hasta

Il. Zadanie 1 - analiza haset
Dla ponizszych haset:

haslo123
Haslo123
Haslo123!
qwerty
Qwerty123
QwErTy!9
12345678
987654321
admin2024

. Admin@2024

. letmein!

. PR7$kL2@

. Mat3m@tykA
. iloveyou

. correcthorsebatterystaple

TrOub4doré&3

. 1QAZ2wsx

. Xo#f2L@p

. ZaQI2WsX

. kOmpUt3r$

. Student2024
. Stud3nt!

. Pa$$wOrd

. Bezpieczenstwo!
. R4ndOm#91
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wykonaj:

1. Okresl:
a. dtugos¢ hasta,
b. uzyty zbiér znakéw (np. mate litery, duze, cyfry, znaki specjalne).
2. Oblicz entropie hasta w bitach.
Ocen jego odpornoS¢ na atak brute force.
4. Pordwnaj otrzymane wyniki z rezultatami uzyskanymi za pomocg dedykowanych kalkulatoréw
entropii dostepnych w Internecie.

w

I1l. Zadanie 2 - poréwnanie haset

Poréwnaj dwa hasta:

1. Password123!
2. losowe hasto o dtugosci 12 znakéw

Odpowiedz:

e ktére ma wiekszg entropie?
e dlaczego hasto ,wygladajace na skomplikowane” moze byt stahsze od losowego?

IV. Zadanie 3 - projekt wtasnego hasta

Zaprojektuj hasto spetniajgce warunki:

1. minimum 80 bitéw entropii,
2. mozliwe do zapamietania przez cztowieka,
3. nieuzywane wczesniej w zadnym systemie.

e zastosowang metode,
e obliczenia,
e uzasadnienie wyboru.

V. Uwagikoncowe

Nie uzywaj prawdziwych haset.

W sprawozdaniu stosuj hasta przyktadowe lub fikcyjne.

Entropia # ztozonoS¢ wizualna.

Najsilniejsze hasta sg losowe lub oparte na frazach losowych stdw.


https://timcutting.co.uk/tools/password-entropy

